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Motivation

 Misinformation detection especially relevant during 
the COVID-19 pandemic.

 Current approaches and datasets focus on a single: 
medium (TW, FB, websites), information domain 
(health, scholar), type of information (news, claims), 
or application (retrieval, verification).

 



Contributions

● New dataset containing heterogeneous pandemic 
claims and their information sources

● 2 novel fact verification approaches

● Comprehensive experiments, from information 
sources collection through information retrieval to 
veracity assessment.
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Data sources

Data sources used for the construction of our dataset.

 



PANACEA dataset

Example entries

 

 

https://zenodo.org/record/6493847



PANACEA dataset

Information Retrieval and re-ranking.

● Pyserini - https://github.com/castorini/pyserini

q query, d document, df documents frequency of term t, tf term frequency

[Robertson et al., 1994, Crestani et al., 1999, Robertson and Zaragoza, 2009]

● Pygaggle - https://github.com/castorini/pygaggle

● MonoT5 [Nogueira et al., 2020]. T5 model [Raffel et al, 2019] trained on queries q and 
documents d with an Input sequence “Query:q Document:d Relevant:” and Output 
sequence “True/False”.

● Using pretrained model ‘castorini/monot5-base-msmarco’ Trained on MS-MARCO dataset 
[Bajaj et al, 2016]



PANACEA dataset

 Claim de-duplication examples

 

PANACEA dataset LARGE/SMALL statistics

Similarity using BERTScore
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Document retrieval

Document retrieval results. Average precision for different cut-offs.

 

Information sources:

(1) Centers for Disease Control and Prevention (CDC)

(2) European Centre for Disease Prevention and Control (ECDC)

(3) Online publisher of news and information on health WebMD

(4) World Health Organization (WHO)



Information retrieval errors

 Examples of errors in document or sentence retrieval.
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Fact verification approaches

NLI-SAN and NLI-graph proposed architectures for fact verification

 



Fact verification approaches

NLI-SAN

 



Fact verification approaches

 approaches

NLI-graph

 



 Veracity classification results

 Veracity classification results on the PANACEA SMALL dataset.

 



Demo site

Web implementation by Runcong Zhao, University of Warwick
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Conclusions

● Novel PANACEA dataset: heterogeneous COVID-19 claims and fact-
checking sources. 

● Deduplication process of claims to ensure uniqueness.

● Information retrieval experiments using a multi-stage re-ranker 
approach. 

● New NLI veracity assessment methods: 

● attention-based NLI-SAN 

● graph-based NLI-graph 

● Discussion of challenging cases and ideas for future research 
directions.
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